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ABSTRACT

The economic development in Indonesia is growing rapidly, competition is increasing. One of the things
that are important in supporting the success of a company is to be able to meet the demands of various
consumers. Activities that enable us to predict what will happen in the future are known as forecasting.

Forecasting Theta methods, by Assimakopoulos Theta and Nikolopoulos. Initially, forecasting only use 2
theta weights parameters, then another theta parameter is added. Currently the Theta method use theta
weight parameter. This research is to perform sales forecasting on car sales using Theta Method with five
different weights using a system specially designed to perform the calculation. The error is minimized by
minimizing the Mean Squared Error (MSE). As a result, using Theta weight 3 produces the smallest

error.
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1. INTRODUCTION

The economic development in Indonesia is
growing rapidly, competition is increasing. One
of the things that are important in supporting the
success of a company is to be able to meet the
demands of various consumers. Activities that
enable us to predict what will happen in the
future are known as forecasting.

In addition to previoudy known forecasting
methods, there is a method introduced by
Assimakopoulos Theta and Nikolopoulos
(2000). Initialy, forecasting only use 2 theta
weight parameters, later another theta parameter
is added. Currently 5 theta weight parameter is
used. By adding these weights, the error
generated is smaller. This research is to apply
the Theta Method to perform forecasting on car
sales, minimizing the error using Mean Squared
Error method.

1.1 Scope of the Resear ch.

The scope of thisresearchis asfollows:
1. Forecasting method Theta.
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2. The analyzed data are cars of type TBR,
taking car sales from March 2008 until
October 2008.

3. The method of forecasting accuracy is
used to determine the theta method. The
best theta is the one where the MSE
(Mean Squared Error) is minimized.

4. Develop an application to determine the
most appropriate method of forecasting.
This application compares various
methods. Using Theta by the number and
weight of different theta and the best
method will be obtained by considering
the minimum MSE, and then calculates
the value of forecasting.

5. The results of forecasting are only used as
information for the company to make
decisions.

This Research will discuss the following
matters.

1. Analysis of factors - factors that affect the
sales of cars such as the rate of inflation,
the purchasing power of the people and
other influences that directly or indirectly
affect the sales.
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2. Integration of applications created using
systems running in the company.

1.2 Objectives
This research aims to find the best method
to forecast sales using Theta by the value and
theta different weights, and then the accuracy
of forecast will be tested by minimizing MSE.
2. LITERATURE REVIEW
2.1 Theta Method
Design an application program that is

used to compare Theta method with the value
and weight of different theta.

Suppose  {X,,..,X,}is a univariate
timeseries that is to be observed. From the

Z[Xt -Y,(a)] = g[(l—Q)Xt —a,-b, (t-1)]

series, a new series {Yl(q),...,Y (q)}is

n

formed such that Y,"(q)=qX," where
X," is the second difference of X, and

Y,"(q)is the second difference of Y,(q)
that has a solution as stated by (Box, 2013)
Y(a) =3, +h (t-D+aX,

where g, and b, are condants. So Y,(q) is
equivalent to the linear function of X, by
adding a linear trend. Assimakopoulos and
Nikolopoulos (2000) states that Y,(q) is a
“theta line” (Assimakopoulos, 2000). For a
fixed value of g, given the value of Y,(q)
and Y,(q)-Y,(q) which simplifies to the
sum of squared differences as follows:

(2)

Thisis equivalent to the sum of squares difference knowing &, and b,:l . Therefore this become a

simple regression mapping (1—q) X, against time t—1 (Rob J. Hyndman, 2003). Thus the solution

is:

bqn=

[th (n+1) j

and a.q,n=(1—C]))z—bq,n(n—1)/2
Thefitted timeseriesis as follows:
Y_(q):aq,n+bq,n(n—1)/2+q)z: )?

©)
(4)

)

It is clearly seen that %[Yt (1+ p)+Y,(1- p)} = X, because aupn +aupn = 0 and

61+p,n + Bl—p,n = 0

The forecast using Theta method is obtained by calculating the average weight of Y, (q)using

different values of q. Assimakopoulos and Nikolopoulos (2000) explained how to get the forecast
valuefor g =0and q = 2. They defined the following:

Xoon =3[ Y0 (0)+¥nn(2)] (6)

= forecast value (Ft)
n+h( ) = forecast value from theta weighted O

>@

where :

< <

n+h (2) = forecast value from theta weighted 2
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Y oen (0) isobtained by extrapolating linearly from the equations (2-6) and Y nen (2) isobtained
using simple exponential smoothing (SES) on the timeseries {Yt (2)} . Thus,

th (0) = ao,n +60,n(n+h—l) (7)
approach by (Makridakis, Wheelwright, & McGee, 1983) stated
n-1 .
Yon(2)=a) (1-a)Y,;(2)+(1-a)"Y,(2) 8
i=0

where a isthe coefficient of smoothing for SES.
From the above result, it can be combined to get a ssmple forecast for X nen. From equations (2-8),

Youn(2) :ag(l—a ) | 820+ ban (N=i=1)+2X,., |+ (1-a)" (2en +2X,)

A 1-a)"
=dzn+ b2,n I:n - 1 + (—):| + 2& n+h (9)
a a
where X n.n isthe SES forecast for the timeseries { X, } . Given that @z = —a0n and bz, = —bon,
. 1-a)"
&mh:&mh +%b0,n{h—1+£—u] (10)
a a

For largen,

&mh:&mh +%60,n(h—1+]/a) (11)

Thus thisisthe SES by adding trend where the slope of the trend is half of the trend line whichis
adjusted to the original timeseries.

2.2 Durbin-Watson Statistics
The Durbin-Watson test statistics tests the hypothesis that there is no auto correlation on the
residue. Durbin-Watson statistics is explained below: (Keller, 2014):

D (e —&,)?
D-W=12 (12)

N 2
2.8
t=1
where: g isXt-Ft

The Durbin-Watson distribution is symmetric around 2, which is the middle value. Therefore
the confidence level can formed involving five regions as shown in figure 1.

no Exist
autocorrelation

hav ave
autocorrelation not known notknown | autocorrelation
Dy D, 4 - Dy 4 - D,

2
Figure 1. Durbin-Watson distribution
(Makridakis, Wheelwright, & McGee, 1983)
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Thefiveintervalsare (Keller, 2014):

1. Lessthan D meansthereis apositive autocorrelation.

a bk

2.3 Mean Squared Error (M SE)

Makridakis, Wheelwright, and McGee
uses severa statistical standards to measure
he accuracy of the forecast (Makridakis,
Wheelwright, & McGee, 1983) The
measurements shows the match between the
model and the historicd data. The
comparison of the MSE value against
forecast may provide indication of the
accuracy of the model in the forecast:

§=X—F
where: e = error for period t.

Xt = actual datafor period t

Ft = forecast for period t
If there is an observation and forecast for n
period of time, then there exists n errors and the
standard statistics measurement can be defined
as Mean Squared Error,

MSE = Zn:ef/n (14)
i=1

2.4 Filelnput (Database)

In the program application, the input
is obtained from Microsoft Excel (ekstensi
XIs). The first two columns of this file is
loaded. The first column contains the period
and the second column contains the sales at
the corresponding time. The data contain
more than 30 rows such that a good forecast
can be obtained.

2.4 Unified Modelling Language (UML)

UML isastandard language to create

a blue print of software. UML can be used to

visualize, determine and create

documentation of the software design. There
are severa diagramsin UML:

1. Class Diagram to show the relationship

among objects.

(13)
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Bewteen D|_ and Dy means that it cannot be determined.
Between Dy and 4 — Dy means there is 0 autocorrelation.
Between 4 — Dy and 4 — D|_ means that it cannot be determined.
Greater than 4 — D|_ means that there is a negative autocorrelation.

2. Object Diagram is the object and
relation as a representation of the
prototype.

3. Component Diagram is the components
and relations that illustrate system
implementation.

4. Deployment Diagram contains
configuration from node and objects.

5. Use case Diagram is used to organize
use cases and behaviors.

Sequence Diagram represents the time
sequence of message and the object life
line

7. Collaboration Diagram represents the
time sequence of message and the
objectsin the interactions.

8. Flow Diagram represents the work flow
of the activities, focused on the
operations between objects.

9. Activity Diagram is a diagram the
represents the life cycle of the object in a
transition from one state to the other
state.

3.1 RESEARCH DATA

Sales data is obtained from a car deadler,
taking sales data for 30 weeks, from March
2008 until October 2008. The variable used
is period (1), sales data (Xt) and forecast
(Ft).

The hypothesis testing is using
Theta Method with theta weight of 2, 3, 4
and 5 of which theta weight will provide
the minimum MSE. The data has 30
periods, outliers is initially checked. When
an outlier is detected, it will be corrected
using Moving Average smoothing,
followed by smoothing using theta weights
and caculate the forecast where the
weights has value 0 and 2 (for theta
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weighted 0, forecast is performed using
Simple Linear Regression, whereas for
other  forecast value use the simple
exponential smoothing.

The result of the forecasting data, will
be calculated using MSE in order to get the

3.2 Application Design

The Use case diagram of the system
can be seen in figure 2 below. The system
performs three main functions, data
correction, forecasting using manual theta
weight and forecasting using the best theta

accuracy. weight.
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4 RESULTSAND DISCUSSION
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Figure 2. Use Case Diagram of the System

4.1 Results
The following table shows the sales data for 8 months.
Table1l. Salesdataof car type TBR from march 2008 until October 2008
Period  Month Ve sdes  Period  Month WVEK g
Number Number
1 March 4 5 16 3 6
2 April 1 5 17 4 13
3 2 5 18 5 13
4 3 8 19 August 1 10
5 4 7 20 2 2
6 May 1 11 21 3 6
7 2 5 22 4 3
8 3 13 23 September 1 14
9 4 6 24 2 6
10 June 1 19 25 3 8
11 2 2 26 4 4
12 3 2 27 October 1 6
13 4 8 28 2 4
14 July 1 13 29 3 7
15 2 8 30 4 7
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The sales data has maximum value 19 and minimum value 2. Standard Deviation is 3.9 and
the mean is 7.5. Graphically, the trend is shown in figure 3.
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Figure 3. Sales Trend graph for 30 periods.

After performing correction, the trend can be seen in figure 4.
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Figure 4. Sales Trend graph after correction

0.1 until dpha=0.9. The theta weight used
is from -3.0 until 2.0, however, the weight O
and 2 is definitely used because it serves as
the standard for theta method and limited

4.2 Discussions

The forecasting method is using theta
weighted 2, 3, 4 and 5. Each method will

calculate the forecast using the best alphafor
each and every methods. The use of aphais
based on experiments, starting fro alpha =
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such that there are no duplicate weights
used. The following shows the results in
tabular and graphic forms.
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Table 2. The comparison of using Alpha against the value from the Accuracy Method M SE.

2 theta 3 theta 4 theta 5 theta
Alpha MSE MSE MSE MSE
0.1 14.04292 12.13138 12.13420 12.13825
0.2 14.44100 12.16304 12.18197 12.18598
0.3 15.02405 12.32256 12.39456 12.39844
0.4 15.63675 12.57458 12.72433 12.72803
0.5 16.28638 12.88094 13.12333 13.12682
0.6 17.01492 13.21252 13.55568 13.55894
0.7 17.87514 13.55093 13.99924 14.00225
0.8 18.93384 13.88413 14.44015 14.44290
0.9 20.28449 14.20283 14.86855 14.87103

From 2 it can be seen that at apha = 0.1 for different theta gives the smallest MSE value.
Therefore the forecasting is set to use dpha=0.1

Table3. Durbin-Watson Statistics

Statistics Forecasting method using alpha= 0.1
2 theta 3theta 4 theta 5 theta
D-W 1.73 1.8 1.79 1.79

With n=30, k=1 and 5% level of significance,
the value d|_ = 1.34 and dy = 1.49 and 4- dy

= 2.51, where the value of dy < D-W < 4-
dy. Thereforeit is concluded that the error is
random.

4.3 Hypothesis Testing

The hypothesis is tested to determine
which forecast theta values namely weight 2, 3,
4 or 5 will result in the minimum MSE. The
following table shows the comparison betwrrn
accuracy method M SE using theta wight 2, theta
weight 3, thetaweigh4 and thetaweight 5:

Table 3. Comparison of f\Forecast Accuracy

Accuracy Forecasting Method with alpha= 0.1
Method 2 theta 3theta 4 theta 5 theta
MSE 14.04292 12.13138 12.1342 12.13825

It shows that thetaweight 3 produces the
smallest error. Although theta weight 4 and 5
also shows asmall error. Thetaweight 2 shows a
significantly larger error. Thus, theta weight 3
can be used as input in making decision.

5. CONCLUSION

Based on the result and the comparison
of forecasting Theta with weight 2,3, 4 and 5, it
concluded that:

[a]. The best method to use for forecasting
the car sales of type TBR is Theta

Method with Theta weight 3. This
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method however has a weakness that it
can only predict for one period in the
future, therefoe need the actual sdes to
predict the next period.

[b]. The result using Forecasting Theta
Method is able to follow the actal
pattern.

[c]. Forecasting using Theta Method has a
weakness in which this method is not
ableto explain shirt term patterns.

[d]. From Durbin-Watson test and graphs it
can be concluded that the error has a
random behavior, whih means that the
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error does not have a residue after the
forecasting model is applied.

6.RECOMMENDATION

This method can serve as a reference in
making decisions on sales prediction. As a
recommendation, researches using different
weights can be performed and different method
for finding the accuracy can be selected.
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